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Abstract: The quantum dynamics of the hydride transfer reaction catalyzed by liver alcohol dehydrogenase
(LADH) are studied with real-time dynamical simulations including the motion of the entire solvated enzyme.
The electronic quantum effects are incorporated with an empirical valence bond potential, and the nuclear
quantum effects of the transferring hydrogen are incorporated with a mixed quantum/classical molecular
dynamics method in which the transferring hydrogen nucleus is represented by a three-dimensional vibrational
wave function. The equilibrium transition state theory rate constants are determined from the adiabatic quantum
free energy profiles, which include the free energy of the zero point motion for the transferring nucleus. The
nonequilibrium dynamical effects are determined by calculating the transmission coefficients with a reactive
flux scheme based on real-time molecular dynamics with quantum transitions (MDQT) surface hopping
trajectories. The values of nearly unity for these transmission coefficients imply that nonequilibrium dynamical
effects such as barrier recrossings are not dominant for this reaction. The calculated deuterium and tritium
kinetic isotope effects for the overall rate agree with experimental results. These simulations elucidate the
fundamental nature of the nuclear quantum effects and provide evidence of hydrogen tunneling in the direction
along the donor-acceptor axis. An analysis of the geometrical parameters during the equilibrium and
nonequilibrium simulations provides insight into the relation between specific enzyme motions and enzyme
activity. The donor-acceptor distance, the catalytic zinc-substrate oxygen distance, and the coenzyme (NAD+/
NADH) ring angles are found to strongly impact the activation free energy barrier, while the donor-acceptor
distance and one of the coenzyme ring angles are found to be correlated to the degree of barrier recrossing.
The distance between VAL-203 and the reactive center is found to significantly impact the activation free
energy but not the degree of barrier recrossing. This result indicates that the experimentally observed effect of
mutating VAL-203 on the enzyme activity is due to the alteration of the equilibrium free energy difference
between the transition state and the reactant rather than nonequilibrium dynamical factors. The promoting
motion of VAL-203 is characterized in terms of steric interactions involving THR-178 and the coenzyme.

I. Introduction

Liver alcohol dehydrogenase (LADH) catalyzes the reversible
oxidation of alcohols to the corresponding aldehydes or ketones.
The key step in this enzyme reaction is the transfer of a hydride
between the substrate and the coenzyme nicotinamide adenine
dinucleotide (NAD+). Kinetic isotope effect experiments on the
LADH-catalyzed oxidation of benzyl alcohol indicate that
nuclear quantum effects are significant for this hydride transfer
reaction.1,2 In the interpretation of these experiments, hydrogen
tunneling is implicated by deviations from semiclassical predic-
tions.2 Furthermore, the investigation of site-directed mutants
has provided evidence of a link between hydrogen tunneling
and the enzyme structure.3 Specifically, the rate of hydride
transfer decreases when VAL-203 is replaced by the smaller
residue alanine.

Several theoretical studies have been directed toward the
investigation of nuclear quantum effects in LADH. Rucker and

Klinman developed a simple model to study the oxidation of
benzyl alcohol by yeast alcohol dehydrogenase.4 Although this
model did not include the enzyme, it provided insight into the
basis for the experimentally observed kinetic isotope effects.
More recently, Gao, Truhlar, and co-workers used canonical
variational transition state theory with semiclassical tunneling
corrections to study the oxidation of benzyl alcohol by LADH.5

Their calculations were based on a mixed quantum mechanical/
molecular mechanical (QM/MM) potential. The semiclassical
quantum dynamics corrections were calculated for a 21-atom
portion of the system embedded in the potential of a frozen
secondary zone and were averaged over 20 secondary-zone
configurations. Their calculated primary and secondary kinetic
isotope effects are consistent with the experimentally measured
values. In ref 6, the nuclear quantum effects in the oxidation of
benzyl alcohol by LADH were investigated by calculating the
hydrogen vibrational wave functions for structures along
minimum energy paths and straight-line reaction paths obtained
from electronic structure calculations for a 148-atom model of
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the active site. These studies provided information about the
fundamental nature of the nuclear quantum effects, the dominant
contributions to the reaction coordinate, and the factors that
impact hydrogen tunneling in this reaction. Finally, Bruice and
co-workers have used classical molecular dynamics simulations
to probe the impact of mutations on the hydride transfer reaction
in LADH. In particular, they calculated the close contact
distances between the alcohol substrate and NAD+ for native
LADH and for LADH with mutations of the VAL-203 site.7

In ref 8, a new hybrid approach was implemented to study
the quantum dynamics of the LADH-catalyzed oxidation of
benzyl alcohol. This paper utilizes this hybrid approach to
calculate the dynamical kinetic isotope effects and to investigate
the role of specific enzyme motions for this reaction. This hybrid
approach incorporates both electronic and nuclear quantum
effects into real-time dynamical simulations that include the
motion of the entire solvated enzyme (75140 atoms). The
electronic quantum effects are included with an empirical
valence bond (EVB) potential to allow chemical bonds to break
and form. The nuclear quantum effects of the transferring
hydrogen are included with a mixed quantum/classical molecular
dynamics method in which the transferring hydrogen nucleus
is represented by a three-dimensional vibrational wave function.

In this hybrid approach, the rates are obtained by calculating
both a transition state theory rate constant, which is determined
from the activation free energy, and a transmission coefficient,
which accounts for dynamical recrossings of the free energy
barrier. The activation free energy is calculated from equilibrium
molecular dynamics simulations that provide the free energy
profile as a function of a collective reaction coordinate. The
transmission coefficient is calculated with a reactive flux scheme
based on an ensemble of real-time dynamical trajectories
propagated with the molecular dynamics with quantum transi-
tions (MDQT) surface hopping method. This approach accounts
for dynamical recrossings of the free energy barrier, while
including vibrationally nonadiabatic effects and the dynamics
of the complete solvated enzyme. Moreover, these calculations
provide information about the fundamental nature of the nuclear
quantum effects (i.e., the significance of zero point motion and
hydrogen tunneling).

In addition to predicting rates and kinetic isotope effects, this
hybrid approach elucidates the impact of specific motions of
the enzyme on the activation free energy barrier and on the
degree of dynamical barrier recrossing. The comparison of
equilibrium and nonequilibrium dynamical effects of the enzyme
provides information about the relative time scales of the specific
motions. The analysis in this paper centers on the donor-
acceptor (CD-CA) vibration, the NAD+/NADH out-of-plane ring
angles, the catalytic zinc-substrate oxygen (Zn-O) distance,
the donor carbon-oxygen (CD-O) distance within the substrate,
and the VAL-203 motion. This analysis provides insight into
the fundamental mechanism of LADH, as well as the basis for
the experimentally observed kinetic isotope effects.

II. Methods

The system used in our LADH calculations contains the protein
dimer, two NAD+ cofactors, two benzyl alkoxide substrates, four zinc
ions, and 22 682 water molecules in a rectangular periodic box with
edge lengths of 73.13, 85.53, and 125.30 Å. The active site of LADH
is depicted in Figure 1. In this paper, we assume that the reaction is
electronically adiabatic and use a Born-Oppenheimer separation of
the electrons and nuclei. The quantum effects of the electrons are

included with an empirical valence bond (EVB) potential,9 and the
quantum effects of the transferring hydrogen nucleus are included by
treating this nucleus as a multidimensional vibrational wave function.10

In this section, we briefly outline the approach for the inclusion of
both electronic and nuclear quantum effects, as well as the methodology
for the generation of the free energy profiles and the calculation of
dynamical effects. The details of all methodology, including the
parameters and relevant equations, are given in ref 8.

A. Electronic and Nuclear Quantum Effects.We use an empirical
valence bond (EVB) potential to include the electronic quantum effects
required to describe the breaking and forming of chemical bonds. In
the EVB approach,9 the ground state electronic wave function is
expanded in a basis of VB states, and the corresponding potential energy
surfaceVel0(r , R) is the lowest eigenvalue of the Hamiltonian matrix
in this basis set. (Herer denotes the coordinates of the transferring
hydrogen nucleus andR denotes the coordinates of all other nuclei in
the system.) In this paper, the basis set consists of the two VB states
shown in Figure 2. In VB state 1 the hydride is bonded to its donor
carbon, while in VB state 2 the hydride is bonded to its acceptor carbon.
The Hamiltonian matrix is expressed in this basis set as

The matrix elementsVii ′(r , R) are represented as parametrized analytical
functional forms. The diagonal elements are described by the GROMOS
force field 43A111 with modifications described in ref 8. The electro-
static and Lennard-Jones interactions are treated consistently with the
GROMOS force field. The cutoff radius for nonbonded interactions is
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Figure 1. A portion of the crystal structure38 of the active site of horse
liver alcohol dehydrogenase with NAD+ and benzyl alkoxide, where
the positions of the heavy atoms of the substrate correspond to those
of pentafluorobenzyl alcohol. The circle identifies the reaction core,
consisting of the donor carbon atom CD, the transferring hydride H,
and the acceptor carbon atom CA. Cγ1 is defined to be the Cγ of VAL-
203 closest to CA. Two different perspectives are shown.

H̃(r , R) ) (V11(r , R) V12(r , R)
V12(r , R) V22(r , R) ) (1)
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14 Å, and the nonbonded interactions between 8 and 14 Å are calculated
only every 5 molecular dynamics steps, along with updating the charge-
group based nonbonded interactions pair list. Outside the sphere of
radius 14 Å, the electrostatics are represented by a reaction field with
a relative dielectric constant of 54 and a zero inverse Debye screening
length. The off-diagonal element is assumed to be a constantV12, and
a constant energy adjustment∆12 is included inV22(r , R). Both V12

and∆12 have been chosen to ensure that the quantum free energy profile
for the reaction reproduces the experimental free energies of reaction
and activation. The parameters for the EVB potential used for the
calculations in this paper are provided in ref 8.

We incorporate the nuclear quantum effects of the transferring
hydrogen into our simulations by treating this nucleus as a multidi-
mensional vibrational wave function. For this purpose, we use a mixed
quantum/classical description of the nuclei, in which the transferring
hydrogen nucleus with coordinater is treated quantum mechanically,
while the remaining nuclei with coordinatesR are treated classically.
The adiabatic vibrational wave functions for the transferring hydrogen
can be calculated for fixed classical coordinatesR by solving the time-
independent Schro¨dinger equation

whereTH is the kinetic energy of the transferring hydrogen andVel0(r ,
R) is the potential energy of the electronic ground state. In this paper
we include the nonadiabatic effects from the excited vibrational states
to allow an accurate calculation of the hydrogen quantum effects. Thus,
eq 2 is solved for a range of statesj.

As will be described below, eq 2 must be solved for each
configuration of the classical nuclei during the generation of the free
energy profiles and during the dynamical calculation of the transmission
coefficient. To facilitate this calculation, we use the state-averaged

Fourier grid Hamiltonian multiconfigurational self-consistent-field
(FGH-MCSCF) method for calculating multidimensional hydrogen
vibrational wave functions.10 Moreover, to further decrease the
computational expense, we utilize a partial multidimensional grid
generation method to decrease the number of potential energy calcula-
tions by avoiding these calculations for grid points with high potential
energy.12 This approach accurately describes ground and excited state
hydrogen vibrational wave functions in a computationally practical
manner. For the calculations presented in this paper, the transferring
hydride is represented on a three-dimensional cubic grid centered
between the donor and acceptor carbon atoms. The length of each side
of the cubic grid is 4.76 Å, with 64 grid points/spatial dimension. For
the FGH-MCSCF calculations, the active space is spanned by 5 one-
dimensional states per dimension, and the wave function is calculated
by state-averaging over the lowest 4 multiconfigurational states. A cutoff
of 94.1 kcal/mol for the potential energy is used for the partial
multidimensional grid generation.

B. Free Energy Profiles.To calculate the transition state theory
rate constant, the free energy profile must be calculated. The transition
state theory rate constant is13

where ∆G† is the free energy barrier for the reaction andkB is
Boltzmann’s constant. Since the hydride transfer reaction involves a
free energy barrier that is significantly larger than the thermal energy,
a mapping potential is used to drive the system over the barrier. Similar
to previous work of Warshel and co-workers,9 we define a mapping
potentialVmap(r , R; λ) as

whereV11 andV22 are the diagonal elements of the EVB Hamiltonian
in eq 1. As the parameterλ is varied from zero to unity, the reaction
progresses from the reactant VB state 1 to the product VB state 2. In
this paper, we calculate both the classical free energy profile, corre-
sponding to the classical treatment of the transferring hydrogen nucleus,
and the quantum free energy profile, corresponding to the quantum
mechanical treatment of the transferring hydrogen nucleus. A com-
parison of the classical and quantum free energy profiles provides an
indication of the significance of nuclear quantum effects.

We calculate the free energy profiles as functions of a collective
reaction coordinate analogous to the solvent coordinate used in standard
Marcus theory for electron transfer reactions.14-17 When the transferring
hydrogen is treated classically, this collective reaction coordinate is
defined as

In this case, the reaction coordinate depends on bothr andR. When
the transferring hydrogen is treated quantum mechanically, the reaction
coordinate should not be a function of the quantum coordinater since
the classical molecular dynamics samples the configurational space of
only the classical coordinatesR. Moreover, the reaction coordinate
Λ(c)(r , R) defined in eq 5 does not distinguish between symmetric and
asymmetric hydrogen potential energy surfaces (or hydrogen vibrational
wave functions), as required in the framework of standard Marcus
theory.14 Thus, the physically meaningful reaction coordinate when the
transferring hydrogen nucleus is treated quantum mechanically is
defined as
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Figure 2. Valence bond structures for the hydride transfer reaction
between zinc-bound benzyl alkoxide and NAD+.

[TH + Vel0(r , R)]Φj(r ; R) ) εj(R)Φj(r ; R) (2)

kTST )
kBT

h
e-∆G†/kBT (3)

Vmap(r , R; λ) ) (1 - λ)V11(r , R) + λV22(r , R) (4)

Λ(c)(r , R) ) V22(r , R) - V11(r , R) (5)

Λ(q)(R) ) 〈Φ0(r ; R)|V22(r , R) - V11(r , R)|Φ0(r ; R)〉r (6)

11264 J. Am. Chem. Soc., Vol. 123, No. 45, 2001 Billeter et al.



where 〈‚‚‚〉r indicates integration over the quantum coordinater and
Φ0(r ; R) is the ground state vibrational wave function. Note that, in
practice, the classical and quantum reaction coordinates are divided
into discrete intervals (i.e., bins) represented by valuesΛn.

The calculation of the classical free energy profile for the electronic
ground state potentialVel0(r , R) consists of three steps.8 In the first
step, the free energyFmap(Λn; λm) for the mapping potential along the
reaction coordinateΛ(c)(r , R) defined in eq 5 is calculated for eachλm

using a standard binning procedure19 during molecular dynamics
simulations governed byVmap(r , R; λm). In the second step, the relative
free energies for the mapping potential corresponding to the same value
of Λn but different values ofλm are determined from thermodynamic
integration.20 Note that this procedure avoids the arbitrary translation
of the individual segments of the free energy profile corresponding to
different values ofλm. Moreover, the degree of overlap of the
neighboring segments provides an indication of the convergence of the
calculations. In the third step, the classical free energyFel0(Λn; λm) for
the electronic ground state potentialVel0(r , R) is calculated from the
molecular dynamics simulations governed by the mapping potential
using a perturbation formula.

For the generation of the quantum free energy profiles, only
vibrationally adiabatic nuclear quantum effects are included. We
calculate the free energy associated with the energy of the ground state
hydrogen vibrational wave function, defined asε0(R) in eq 2. The
quantum free energyFel0,nuc0(Λn; λm) associated with this potential
energy is calculated from the perturbation formula

The angular brackets are defined by

where δ(Λ(q)(r , R) - Λn) is a unitless quantity equal to unity if
Λ(q)(r , R) is within the bin represented byΛn and zero otherwise and
Vintmap(R; λ) is defined by

with Cr a constant of dimension inverse volume in the coordinate space
r . The derivation of this perturbation formula is given in ref 8. (Note
that the constantCr does not affect the relative quantum free energies
for different values ofΛn andλm.) The quantity in angular brackets is
calculated within the reaction coordinate bins during molecular dynam-
ics simulations governed by the mapping potentialVmap(r , R; λm). We
emphasize that, assuming adequate sampling, the use of this perturbation
formula is rigorously identical to adiabatic mixed quantum/classical
molecular dynamics simulations that include feedback between the
quantum and classical subsystems.21,22

Thus, both the classical and quantum free energy profiles are obtained
from molecular dynamics simulations governed by the mapping
potentialVmap(r , R; λ). These simulations are performed using GRO-
MOS18 and a modified FORCE routine. The integration time step is 1
fs, and the constraints are maintained by SHAKE.23 Two separate

Berendsen thermostats24 with relaxation times of 0.1ps each maintain
the temperature of the solute and the water molecules at 300 K. The
equilibration procedure is described in ref 8. After equilibration, we
performed 80 ps of data collection for each value of the mapping
parameterλm (0.0, 0.05, 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, 0.875,
0.95, and 1.0).

C. Dynamical Effects.The transition state theory rate constantkTST

defined in eq 3 is based on the assumption that the rate is determined
by the forward flux through the dividing surface. Thus, transition state
theory assumes that each trajectory passes through the dividing surface
only one time.13 In dynamical systems, the environment may cause
trajectories to recross the dividing surface. The “exact” rate constant
kdyn including dynamical effects may then be expressed as

whereκ is the transmission coefficient that accounts for recrossings of
the dividing surface.

In standard classical molecular dynamics simulations,κ may be
calculated using reactive flux methods for infrequent events.25-27 In
this approach,κ is calculated as the flux-weighted average of a quantity
ê for a canonical ensemble of classical molecular dynamics trajectories
started at the dividing surface and integrated backward and forward in
time. The quantityê corrects for multiple crossings of the dividing
surface (i.e., so that all trajectories that originate as reactants and end
as products are counted only once, no matter how many times they
cross the dividing surface, and all trajectories that go from reactants to
reactants, products to products, or products to reactants are not counted
at all). In particular,ê ) 1/R for trajectories that haveR forward
crossings andR - 1 backward crossings of the dividing surface, and
ê is zero otherwise.

We incorporate nuclear quantum effects in the calculation ofκ by
combining the MDQT mixed quantum/classical method28-30 with this
reactive flux method for infrequent events.8 The fundamental principle
of MDQT is that an ensemble of trajectories is propagated, and each
trajectory moves classically on a single adiabatic surface except for
instantaneous transitions among the adiabatic states. The adiabatic states
Φj(r ; R) are calculated at each classical molecular dynamics time step
by solving eq 2 with the state-averaged FGH-MCSCF method.10 The
classical nuclei evolve according to Newton’s classical equations of
motion with the effective potentialεk(R) (defined in eq 2), wherek
denotes the occupied adiabatic state. The time-dependent wave function
describing the quantum nuclei is expanded in a basis of the adiabatic
states

and the quantum amplitudesCj(t) are calculated by integrating the time-
dependent Schro¨dinger equation simultaneously with the classical
equations of motion. At each time step, Tully’s “fewest switches”
algorithm28 is invoked to determine if a quantum transition to another
adiabatic state should occur. This algorithm correctly apportions
trajectories among the adiabatic states according to the quantum
probabilities|Cj(t)|2 with the minimum required number of quantum
transitions (neglecting difficulties with classically forbidden transitions).

The use of the standard classical reactive flux approach in conjunc-
tion with MDQT is problematic since the probability of nonadiabatic
transitions depends on the quantum amplitudes, which depend on the
history of the trajectory. Thus, trajectories started at the dividing surface
cannot be propagated backward in time with the MDQT method.
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F. J. Phys. Chem. A1999, 103, 3596.
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F., Weiner, P. K., Wilkinson, A. J., Eds.; Escom: Leiden, The Netherlands,
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kdyn ) κkTST (10)

Ψ(r , R, t) ) ∑
j)0

Nad-1

Cj(t)Φj(r ; R) (11)

e-âFel0,nuc0(Λn;λm) ) e-âFmap(Λn;λm)〈e-â[ε0(R)-Vintmap(R;λm)]〉λm,Λn,q
(7)

〈f(r , R)〉λm,Λn,q
)
∫dr∫dRδ(Λ(q)(r , R) - Λn)f(r , R)e-âVmap(r ,R;λm)

∫dr∫dRδ(Λ(q)(r , R) - Λn)e
-âVmap(r ,R;λm)

(8)

e-âVintmap(R;λm) ) Cr∫dr e-âVmap(r,R; λm) (9)
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(Backward propagation requires knowledge of the quantum amplitudes
at the dividing surface, which are unavailable.) To surmount this
difficulty, we use the method developed by Hammes-Schiffer and
Tully31 for simulating infrequent events in reactions that evolve on
multiple potential energy surfaces.31 In this approach, trajectories are
started at the dividing surface and propagated backward in time with
a fictitious surface hopping algorithm that does not depend on the
quantum amplitudes. The trajectory is then propagated forward in time,
retracing the exact same trajectory, integrating the quantum amplitudes
and calculating the probabilities for nonadiabatic transitions for each
time step using the true surface hopping algorithm. Each trajectory is
assigned a weighting that ensures that the overall results are identitical
to those that would have been obtained with the true surface hopping
algorithm.

In the implementation of this reactive flux method for MDQT within
the framework of the methodology presented in this paper,8 the weighted
average of a quantityx is

The transmission factorκ is then

HereNtraj is the number of trajectories required to represent an ensemble,
R4 i is the initial velocity vector, andn̂i is the unit vector normal to the
dividing surface. The weightingswi

can ensure a canonical distribution
at the dividing surface. These weightings include both a factor
accounting for the generation of the ensemble of initial configurations
at the dividing surface with the mapping potential and a factor
accounting for a Boltzmann distribution over the vibrational adiabatic
states at the dividing surface. The weightingswi

sh ensure the correct
surface hopping probabilities for each trajectory within the ensemble.
These weightings are obtained from the backward propagation with
the fictitious surface hopping algorithm and the subsequent forward
propagation over the exact same trajectory while integrating the
quantum amplitudes and calculating the probabilities of nonadiabatic
transitions for the true surface hopping algorithm. (Note that the
quantum amplitudes for the forward propagation are initialized such
that the quantum amplitude of the occupied state after the backward
propagation is unity.) The details of the calculation ofκ in this manner
are given in ref 8. This weighting procedure is based on the assumption
that the MDQT surface hopping algorithm results in an exact Boltzmann
distribution among the vibrational states for long times (i.e., after
equilibration of the reactant or product). This assumption is not
rigorously valid, and the impact of this approximation is currently under
investigation.

For the MDQT simulations, the classical equations of motion are
integrated using the velocity Verlet algorithm32 with a time step of 0.5
fs, maintaining the constraints with RATTLE.33 Note that no thermostat
is used for the MDQT simulations, and therefore the nonbonded
interactions pairlist is not updated. This aspect of the MDQT simulations
is not problematic due to the short duration of each MDQT trajectory.
To avoid artifacts due to abrupt changes in momentum, the velocities
are not reversed after classically forbidden nonadiabatic transitions. The
dividing surface used for the reactive flux method is defined to be
Λ(q)(R) ) 0. The trajectories are propagated in the forward and
backward directions until|Λ(q)(R)| > 125.5 kcal/mol for twenty
sequential time steps. This criterion is chosen to indicate that the

trajectory is out of the strong coupling region and in either the reactant
or the product region.

III. Results

A. Equilibrium Properties. The free energy profiles for the
transfer of a classical and a quantum mechanical hydride nucleus
are compared in Figure 3. The adiabatic quantum free energy
profile includes the zero point motion of the transferring hydride.
Figure 3 indicates that the nuclear quantum effects substantially
decrease the free energy barrier for this reaction. This effect is
due to the delocalization of the hydride wave function over both
the reactant and product wells in the transition state region.
Furthermore, although the shapes of the classical and quantum
free energy profiles are very similar in the reactant and product
regions, they differ considerably in the transition state region
due to the delocalization of the hydride wave function. Note
that the coupling between the EVB surfacesV12 and the constant
energy adjustment∆12 have been chosen such that the quantum
free energy profile reproduces the experimental free energies
of activation and reaction.

Figure 4 depicts the adiabatic quantum free energy profiles
for the transfer of hydrogen, deuterium and tritium. The free
energies of activation for these isotopes are 15.4, 16.4, and 16.9
kcal/mol, respectively. Due to the perturbative approach used
in these calculations (as given in eq 7), the relative uncertainty

(31) Hammes-Schiffer, S.; Tully, J. C.J. Chem. Phys.1995, 103, 8528.
(32) Allen, M. P.; Tildesley, D. J.Computer Simulation of Liquids;

Clarendon Press: Oxford, U.K., 1989.
(33) Andersen, H. C.J. Comput. Phys.1983, 52, 24.

〈x〉w )

∑
i)1

Ntraj

(R4 i‚n̂i)wi
canwi

shxi

∑
i)1

Ntraj

(R4 i‚n̂i)wi
canwi

sh

(12)

κ ) 〈ê〉w (13)

Figure 3. Free energy profiles of the hydride transfer reaction as
functions of the collective reaction coordinate. The solid line indicates
the classical profile, and the dashed line indicates the adiabatic quantum
profile (including zero point motion for the transferring hydride). The
minimum free energies of the classical and adiabatic quantum profiles
are set to zero, and the difference in free energy barriers is indicated.
The dotted lines denote experimental values.

Figure 4. Adiabatic quantum free energy profiles (including zero point
motion of the hydride) as functions of the collective reaction coordinate
for hydrogen (H), deuterium (D), and tritium (T).
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of these values is at most 0.2 kcal/mol.8 The differences in
activation free energies for the three isotopes are due to the
varying zero point energies. Figure 5 depicts the hydrogen,
deuterium, and tritium vibrational wave functions, together with
the corresponding energies relative to the lowest energy grid
point, for a representative transition state configuration. This
figure illustrates that tritium is much more localized and has a
smaller zero point energy than hydrogen. Note that the free
energy of activation for tritium is very close to the classical
free energy (17.2 kcal/mol).

These differences in the free energy of activation result in
kinetic isotope effects ofkTST

H /kTST
D ) 5.0( 1.8 andkTST

D /kTST
T )

2.4 ( 0.8. The corresponding values from experiment arekexp
H /

kexp
D ) 3.78 ( 0.07 andkexp

D /kexp
T ) 1.89 ( 0.01.1,34 Thus, our

calculations slightly overestimate the experimental kinetic
isotope effects but are still well within the accuracy of the
calculations. These kinetic isotope effects do not yet contain
nonequilibrium effects such as dynamical barrier recrossings.

We point out that this hybrid approach is fundamentally
different from a standard transition state theory calculation with
a classical hydrogen nucleus. In such a standard calculation,
the transition state is defined as a first-order saddle point on
the potential energy surface, and the reaction coordinate is
defined in terms of the minimum energy path (i.e., the path of
steepest descent from the transition state toward the reactant
and product minima in mass weighted Cartesian coordinates).

In this case, the reaction coordinate depends explicitly on the
hydrogen coordinate. Zero point energy may be included in these
types of standard calculations through harmonic vibrational
frequencies determined at the reactant and the transition state,
where the imaginary frequency at the transition state (i.e., the
mode along the reaction coordinate) is omitted. Additional
nuclear quantum effects (e.g., those along the reaction coordi-
nate) may be included in the form of semiclassical tunneling
corrections.

In our hybrid approach, the collective reaction coordinate is
defined as the difference between the reactant and product
valence bond state energies averaged over the ground state
hydrogen vibrational wave function. Thus, this collective
reaction coordinate does not depend explicitly on the hydrogen
coordinate. The transition state is defined to occur when this
collective reaction coordinate is zero (i.e., when the hydrogen
potential is virtually symmetric). This type of collective reaction
coordinate has been used successfully to describe electron14-17

and proton9,22 transfer reactions. In our hybrid approach, the
zero point motion of the transferring hydrogen nucleus is
included along the entire collective reaction coordinate through
the representation of this nucleus as a three-dimensional wave
function. This quantum mechanical treatment of the hydrogen
nucleus is analogous to the quantum mechanical treatment of
electrons in electronic structure theory (where the reaction
coordinate does not depend explicitly on the electronic coor-
dinates). Hydrogen tunneling effects are incorporated through
the combination of these adiabatic quantum free energy profiles
and real-time trajectories propagated with the MDQT surface
hopping method.

These simulations provide insight into the fundamental nature
of the nuclear quantum effects. The splittings between the lowest
two hydrogen vibrational states for observed transition states
range from 0.64 to 2.3 kcal/mol, with the weighted average
splitting being 1.35 kcal/mol. The shapes of the vibrational wave
functions indicate that this vibrational excitation corresponds
approximately to a stretching mode along the donor-acceptor
axis.8 An analysis of hydrogen tunneling is not straightforward
due to the three-dimensional nature of the hydrogen potential
and wave function. To aid in our analysis, we calculated the
one-dimensional hydrogen vibrational wave functions for the
one-dimensional potentials projected along the donor-acceptor
axis. (This one-dimensional potential was obtained by choosing
the lowest value of the potential energy in the plane perpen-
dicular to the donor-acceptor axis for each grid point along
this axis.) We found that the splittings between the lowest energy
one-dimensional hydrogen vibrational states are similar to the
splittings for the lowest energy three-dimensional vibrational
states. (The differences between the one- and three-dimensional
splittings are due to coupling among the dimensions.) For the
smallest observed splitting (i.e., the highest barrier) at the
transition state, the one-dimensional splitting is 0.64 kcal/mol,
while the three-dimensional splitting is 0.58 kcal/mol. In this
case, the lowest two one-dimensional vibrational states are both
below the one-dimensional barrier. For the largest observed
splitting (i.e., the lowest barrier), the one-dimensional splitting
is 2.28 kcal/mol, while the three-dimensional splitting is 2.33
kcal/mol. In this case, the lowest two one-dimensional vibra-
tional states are both above the one-dimensional barrier. For
the average splitting, the lowest one-dimensional vibrational
state is ∼0.2 kcal/mol below the one-dimensional barrier.
Although this simplified analysis neglects coupling among the
dimensions, it provides insight into the nature of the nuclear
quantum effects. Specifically, this analysis implies that some

(34) Experimentally,kH/kT is determined with H in the secondary position,
while kD/kT is determined with D in the secondary position.1,2 In our
calculations, the secondary position is always hydrogen. Since this secondary
hydrogen is treated classically with a constrained bond length, however,
the difference between hydrogen and deuterium in the secondary position
is negligible.

Figure 5. Vibrational wave functions of the transferring hydride for
a representative transition state configuration with (a) hydrogen, (b)
deuterium, and (c) tritium. On the donor side the alkoxide group and
one carbon atom of the ring are shown, while on the acceptor side the
acceptor carbon atom and its first neighbors are shown. The vibrational
ground states are shown with corresponding energies relative to the
lowest grid point given in kcal/mol.
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hydrogen tunneling (i.e., transmittal of probability through a
barrier) occurs in the direction along the donor-acceptor axis
during the LADH hydride transfer reaction.

Figure 6 depicts the dependence of select distances and angles
on the collective reaction coordinate, as determined by averaging
over equilibrium molecular dynamics simulations. Note that
these equilibrium averages are obtained from simulations driven
by the mapping potential (eq 4), so the configurations are
weighted by exp[-â(ε0(R) - Vintmap(R; λm))] as in eq 7. The
numerical noise in these data suggests that more than 80 ps of
data collection per mapping parameterλm would be desirable

to ensure complete convergence for the slowest motions.
Nevertheless, considering the RMS deviations indicated in
Figure 6, we do not expect the results to change qualitatively
with additional data collection. This figure indicates that the
reaction coordinate is composed of a variety of motions,
including the CD-CA distance, the Zn-O distance, the angles
in the NAD+/NADH ring (defined in Figure 7), and even the
VAL-203 Cγ1-CA distance. Note that the Zn-O distance is
determined in part by the bonding structures defined for each
VB state, whereas the CD-CA and the VAL-203 Cγ1-CA

equilibrium distances are not defined in these bonding structures
and hence are allowed greater freedom during the reaction.

The analysis of the behavior of these angles and distances
along the collective reaction coordinate provides insight into
the enzyme mechanism. Figure 6d indicates that the C and N
angles in the NAD+/NADH ring increase at the transition state.
This result implies that the boat configuration is energetically
more favorable than the chair configuration at the transition state.
(Despite the limitations of a pairwise additive force field, in
this case the force field reproduces the many-body electronic
effects favoring the boat configuration.35) In the reactant and
product, the fluctuations of the two angles average to nearly
zero. For the transition state, however, the decrease in the
CD-CA distance biases the C angle in the NAD+/NADH ring
to become positive, which in turn biases the N angle to become
positive. The Zn-O distance increases monotonically during
the reaction and differs significantly for the reactant and product
states. In contrast, the CD-CA distance is smallest at the
transition state, as expected since the smaller distance decreases
the potential energy barrier. The VAL-203 Cγ1-CA distance,
however, is largest at the transition state. These trends indicate
that the simultaneous motion of the acceptor toward the donor
and away from the VAL-203 is a critical component of the
reaction coordinate.

These simulations provide an explanation for the experimental
observation that replacing VAL-203 by the smaller residue
alanine decreases the rate.3 As shown in Figure 6, throughout
the reaction the average Cγ1-CA distance is larger than the
contact distance and exhibits a maximum at the transition state.
(Here “contact distance” is defined as the minimum of the van
der Waals interaction between two atoms.) Our equilibrium
simulations indicate that at least one of the following two contact
distances is maintained throughout the reaction: (1) The Cγ1

of VAL-203 is in contact distance with the NAD+/NADH
carbon atom bonded directly to CA, or (2) the Cγ2 of VAL-203
is in contact distance with a carbon atom in THR-178, which
in turn has several atoms in contact distance with CA. Note that
both of these conditions are satisfied in the crystal structure, as
shown in Figure 1. The dynamical freedom of maintaining only
one of these contact distances may be important for the reaction
and will be investigated further. These results suggest that the

(35) Wu, Y.-D.; Houk, K. N.J. Org. Chem.1993, 58, 2043.

Figure 6. Equilibrium averages of select distances and angles as
functions of the collective reaction coordinateΛ(q): (a) CD-CA distance;
(b) Zn-O distance; (c) VAL-203 Cγ1-CA distance; (d) C (solid line)
and N (dashed line) NAD+/NADH ring angles (defined in Figure 7).
The thin lines represent the average (thick lines) plus the rms deviation,
fitted to a polynomial of the sixth order.

Figure 7. Definition of NAD+/NADH ring angles used in Figures 6
and 9 and Table 2. The C angle is defined as the angle between the
vectorsv andvc projected onto the plane perpendicular tovcp, and the
N angle is defined analogously. The C and N angles are defined as
positive (pointing toward the substrate) in this figure. R is the amine
group.
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motion of VAL-203 and THR-178 directs CA toward CD through
steric interactions. When VAL-203 is replaced with alanine, the
Cγ atoms of VAL-203 are no longer available for these steric
interactions, leading to a decrease in the rate of hydride transfer.

B. Nonequilibrium Dynamical Properties. As discussed in
section II, we propagated an ensemble of real-time trajectories
initiated at the transition state to investigate the nonequilibrium
dynamical aspects of the LADH reaction. The average length
of time for each trajectory was∼50 fs. Figure 8 depicts three
representative real-time trajectories of the hydride transfer
reaction: a productive trajectory that crosses the dividing surface
only once, a nonproductive trajectory that crosses the dividing
surface once in the forward and once in the backward direction,
and a productive trajectory with three forward crossings and
two backward crossings. The first two trajectories do not exhibit
any nonadiabatic transitions, while the third trajectory exhibits
two nonadiabatic transitions near the dividing surface. The
energiesεk of the vibrational states are measured relative to the
lowest energy grid point and thus provide an indication of the
zero point energy. These energies decrease in the transition state
region relative to the reactant and product regions due to greater
delocalization of the hydride wave function. In addition, the
excitation energies are considerably smaller in the transition state
region than in the reactant and product regions, leading to a
higher probability of nonadiabatic transitions in the transition
state region. Figure 8 illustrates that the first trajectory crosses
this transition state region quickly, while the other two
trajectories spend much more time there. In the third trajectory,

the system is trapped in the first excited state in the transition
state region, leading to multiple recrossings of the dividing
surface.

Since the hydrogen nucleus is represented as a three-
dimensional vibrational wave function, the energies of the
hydrogen vibrational states in Figure 8 may be compared to
local harmonic bending and stretching modes of typical C-H
bonds. For these three trajectories, in the region toward the
reactant (between times-20 and-10 fs), the average excitation
energies for the three excited vibrational states respectively are
∼1100, 1300, and 2200 cm-1. The local harmonic frequencies
for typical C-H bond bending and stretching modes are 1400-
1500 and 2800-2900 cm-1, respectively.36 Our calculated
frequencies are somewhat lower than these typical values due
to anharmonicities excluded in the construction of the potential,
coupling among the modes, and the proximity of other atoms
in the system, particularly the acceptor carbon atom. Neverthe-
less, the calculated frequencies agree qualitatively with the
typical values obtained from a local harmonic treatment.

Figure 9 depicts the time evolution of select distances and
angles during the three trajectories shown in Figure 8. This
figure is consistent with Figure 6, which indicates that the
CD-CA distance, Zn-O distance, and NAD+/NADH angles
contribute to the reaction coordinate. For all three trajectories,
the CD-CA distance is smallest in the transition state region.
For the productive trajectory with no barrier recrossings, the
Zn-O distance increases monotonically in time (i.e., as the
reaction progresses from reactants to products). In contrast, the
Zn-O distance exhibits a maximum in the transition state region
for the nonproductive trajectory and exhibits small fluctuations

(36) Pretsch, E.; Seibl, J.; Clerc, T.; Simon, W.Tables of Spectral Data
for Structure Determination of Organic Compounds,2nd ed.; Springer-
Verlag: Berlin, 1983.

Figure 8. Real-time trajectories of the hydride transfer reaction
catalyzed by liver alcohol dehydrogenase. On the left is the reaction
coordinate, where R and P indicate the reactant and product sides,
respectively. On the right are the four lowest vibrational adiabatic
energies relative to the lowest grid point, where the occupied vibrational
state is solid. The trajectories shown are the following: (a) productive,
no recrossings, no nonadiabatic transitions; (b) nonproductive, one
forward and one backward crossing, no nonadiabatic transitions; (c)
productive, three forward and two backward crossings, two nonadiabatic
transitions.

Figure 9. Real-time trajectories of the hydride transfer reaction
catalyzed by liver alcohol dehydrogenase. On the left are the CD-CA

distance (solid) and the Zn-O distance (dashed). On the right are the
C (solid) and N (dashed) angles in the NAD+/NADH ring, as defined
in Figure 7. The trajectories are those shown in Figure 8.
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as it increases for the productive trajectory with barrier
recrossings. The NAD+/NADH ring angles exhibit the greatest
fluctuations for the productive trajectory with barrier recrossings.
Note that the two NAD+/NADH angles fluctuate with different
frequencies.

Although the time evolution of geometrical properties for
individual trajectories provides mechanistic insight into the
reaction, averages over an ensemble of trajectories are required
to determine the statistical significance of the conclusions. Figure
10 depicts the nonequilibrium values of two select distances as
functions of the collective reaction coordinate. These data were
obtained from 65 real-time MDQT trajectories propagated
backward and forward from the transition state. Note that instead
of averaging over all trajectories for each time step, the averages
have been calculated within the same bins represented by the
collective reaction coordinateΛ(q) as used for the free energy
profiles. In addition to avoiding difficulties with recrossing
trajectories, this procedure allows a comparison between these
nonequilibrium values and the equilibrium values to provide
an estimate of the time scales of specific motions. Figure 10
indicates that both distances are still far from their equilibrium
values at the ends of the short (∼50 fs) real-time trajectories.
The CD-CA distance has not yet reached its equilibrium distance
due to the collective character of this motion. In contrast, the

CD-O distance has even exceeded its equilibrium distance due
to the localized character of this motion.

The transmission coefficients for hydrogen and deuterium
were calculated from an ensemble of dynamical trajectories.
The calculated values for hydrogen and deuterium were 0.947
and 0.983, respectively, with rms errors of 0.011 and 0.017,
respectively. Thus, the difference between the transmission
coefficients for hydrogen and deuterium is most likely statisti-
cally meaningful. The values of nearly unity for the transmission
coefficients suggest that nonequilibrium dynamical effects such
as recrossings of the dividing surface are not dominant for this
reaction. An inverse kinetic isotope effect of 0.96 is predicted
for the transmission coefficients, adjusting the transition state
theory value ofkTST

D /kTST
H ) 5.0( 1.8 (given in section IIIA) to

4.8 ( 1.8, which is still in agreement with the experimental
value of 3.78( 0.07.2

We have performed a detailed analysis of the ensemble of
trajectories to determine the physical basis for the calculated
transmission coefficients. The results of this analysis are
summarized in Table 1, which categorizes the trajectories into
subsets. The set of hydrogen trajectories in the vibrational
ground state at timet ) 0 is dominated by productive trajectories
with no recrossings. This is evident from the large transmission
coefficient (0.95) resulting from this set of trajectories, as well
as from the large fraction (79%) and significant weight (2.9
compared to 0.54) of trajectories with only a single forward
crossing of the dividing surface. Moreover, the recrossings in
this subset of trajectories are caused by insufficient flux rather
than nonadiabatic transitions. This is indicated by a comparison
of the trajectories with only one crossing and the trajectories
with more than one crossing: the flux is significantly larger
for the former (8.9 versus 2.4 nm/ps), but the number of
nonadiabatic transitions is similar for the two types of trajectories
(0.13 and 0.12).

The set of hydrogen trajectories in the first excited vibrational
state at timet ) 0 has much lower average weight than the set
in the ground state (0.023 compared to 2.4). This difference is
mainly due to the Boltzmann factorwcan ensuring a canonical
distribution at the dividing surface. This set of trajectories is
dominated by nonproductive trajectories, as indicated by the
fraction of nonproductive trajectories (63%) and the similar
weights for all types of trajectories within this set. In this case,
the recrossings are caused by trapping in the first excited
vibrational state, as indicated by the longer time spent in the
coupling region for the trajectories with more than one crossing
(15.2 and 18.1 fs) compared to those with only one forward

Figure 10. Comparison of equilibrium (dashed) and nonequilibrium
(solid) values of distances as functions of the collective reaction
coordinateΛ(q): (a) CD-CA distance; (b) CD-O distance.

Table 1. Statistics of MDQT Trajectories of Hydrogen and Deuterium Isotopesa,b

hydrogen deuterium

vibrational state at timet ) 0 0 1 2 0 1

no. of crossings of dividing surface all )1 g2 all )1 g2 g2 all all all
trajectory productivity all all all all all non prod all all all
no. of trajectories in category 257 203 54 130 22 82 26 65 85 58
transmission coeff〈ê〉w ) κ 0.95 1 0.00 0.26 1 0 0.40 0.98 0.99 0.39
〈no. of forward crossings〉w 1.00 1 1.00 1.70 1 1.52 3.31 1.01 1.00 1.88
〈no. of backward crossings〉w 0.04 0 1.07 1.66 0 2.02 2.31 0.13 0.04 1.51
〈tot. time of trajectory〉w 45 45 55 53 46 55 58 47 49 54
〈time in coupling region〉w

c 8.3 8.0 17.6 14.6 9.9 15.2 18.1 10.3 8.5 15
〈tot. time in state 1〉w 0.9 0.9 1.1 25 15.6 28 24 10.8 3.7 24
〈time in coupling region, state 1〉w

c 0.0 0.0 0.0 13.3 6.7 13.9 20 1.5 0.3 12.7
〈no. of transitions from/into state 1〉w 0.13 0.13 0.12 2.3 2.2 2.4 2.1 2.7 0.74 2.9
fluxd 7.9 8.9 2.4 2.8 20 2.0 6.3 6.9 7.6 2.7
average weighte 2.4 2.9 0.54 0.023 0.023 0.022 0.024 0.008 2.1 0.007

a 〈‚‚‚〉w is defined in eq 12.b Units are fs for time and nm/ps for flux.c The coupling region is defined as|Λ(q)(R)| e 62.75 kcal/mol.d Flux )
(Σi)1

Ntrajwi
canwi

shR4 i‚n̂i)/(Σi)1
Ntrajwi

canwi
sh). e Average weight) Σi)1

Ntraj R4 i‚n̂iwi
canwi

sh/Ntraj.
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crossing (9.9 fs). The flux must be very large (average was 20.
nm/ps) to avoid this trapping (i.e., to force the trajectory to cross
the dividing surface only once). Note that the number of
nonadiabatic transitions does not significantly influence recross-
ings, as indicated by the similar number of nonadiabatic
transitions for all types of trajectories within this set. The larger
number of nonproductive than productive trajectories with
recrossings is due to the difference in the minimum number of
crossings required for these two types of trajectories (i.e., at
least two for nonproductive and at least three for productive).
This trend is apparent from the longer time spent in the coupling
region for the productive trajectories (18.1 fs) than for the
nonproductive trajectories (15.2 fs) with recrossings. Moreover,
the average flux required for a productive trajectory is larger
(6.3 nm/ps) than the average flux for a nonproductive trajectory
(2.0 nm/ps).

The set of hydrogen trajectories in the second excited state
at time t ) 0 behaves qualitatively similarly to the set in the
ground state att ) 0. Due to the higher energy, the average
weight of the set for the second excited state is somewhat lower
than the weight of the set for the first excited state. The second
excited state cannot trap the system in the transition state region
because, unlike the first excited state, the node of the vibrational
wave function is not normal to the donor-acceptor axis.

The deuterium trajectories behave qualitatively similar to the
hydrogen trajectories. Due to the smaller splittings between the
vibrational states, however, the deuterium trajectories exhibit
more nonadiabatic transitions than the hydrogen trajectories for
all types of trajectories. As a result, the deuterium trajectories
in the ground state at timet ) 0 spend more time in the first
excited state than the corresponding hydrogen trajectories (3.7
versus 0.9 fs), while their total times are comparable. Neverthe-
less, the time spent in the first excited state while in the coupling
region is very small (0.3 fs) even for deuterium trajectories in
the ground state att ) 0, so the nonadiabatic transitions
generally occur too far away from the transition state to cause
recrossings due to trapping in the first excited state. As for the
hydrogen trajectories, this trapping in the first excited state
causes a substantial number of recrossings for trajectories in
the first excited state att ) 0. The transmission coefficient for
these types of trajectories is larger for the deuterium trajectories
(0.39 versus 0.26) due to faster relaxation to the ground state,
as evident from the larger number of nonadiabatic transitions
(2.9 versus 2.3) and the shorter time in the first excited state
while in the coupling region (12.7 versus 13.3 fs).

The larger transmission coefficient for the deuterium trajec-
tories in the ground state att ) 0 may be understood in terms
of the relation between the hydride potential barrier height along
the donor-acceptor axis and the energy of the ground state
hydrogen vibrational wave function. For simplicity, this relation
may be analyzed in terms of one-dimensional hydrogen
potentials and wave functions. If the zero point energy is close
to the barrier, a small perturbation in the environment will cause
one of the two diabatic electronic potential energy surfaces (V11

or V22) to become dominant in the region of the hydride potential
spanned by the ground vibrational state. As a result, the system
will evolve to the reactant or product state quickly, making a
barrier recrossing very unlikely. As the zero point energy
becomes larger relative to the barrier, both diabatic electronic
surfaces will contribute significantly to the electronic ground
state in the region of the hydride potential spanned by the ground
vibrational state for a wider range of environmental configura-
tions. As a result, the system will spend more time in the
transition state region, making barrier recrossings more likely.

This trend is verified by our observation that the transmission
coefficient increases with barrier height (i.e., as the zero point
energy becomes lower relative to the barrier height). On the
basis of this analysis, the larger transmission coefficient for
deuterium than for hydrogen results from the smaller zero point
energy for deuterium (making it smaller relative to the barrier
height), which allows fewer barrier recrossings.

We point out that, if the zero point energy were substantially
below the barrier, the transmission coefficient would be expected
to decrease with barrier height due to increasing probability of
nonadiabatic transitions resulting from smaller splittings between
vibrational states. Similarly, in this case the transmission
coefficient would be expected to be larger for hydrogen than
for deuterium. This trend was not observed for this system since
the configurations corresponding to such high barrier heights
were energetically inaccessible in this ensemble.

Table 2 presents the normalized weighted correlations
between the quantityê used to determine the transmission
coefficient κ (as defined in eq 13) and select geometrical
properties at the transition state. To determine the statistical
significance of these correlations, we calculated the normalized
weighted correlations betweenê and fifty random distances in
the system and found the rms of these correlations to be 6.0%.37

Only the CD-CA distance (with a correlation of 17.8%) and
the N NAD+/NADH ring angle (with a correlation of 10.4%)
are significantly correlated toê. Assuming a normal distribution,
the probability of obtaining a correlation ofg17.8% is 0.3%,
and the probability of obtaining a correlation ofg10.4% is 8.3%.
The correlation between the CD-CA distance andê is consistent
with the observation that the transmission coefficient increases
with the hydride potential barrier height for this system. (The
physical basis for this observation is discussed above.) A smaller
CD-CA distance leads to a smaller barrier and hence decreases
the transmission coefficient. On the other hand, a smaller
CD-CA distance will also contribute to a lower activation free
energy, which enters the exponent ofkTST in the rate expression
(eq 10) and therefore generally dominates the overall rate.

We emphasize that these results do not imply that the
geometrical properties uncorrelated withê do not influence the
enzyme activity. Although such geometrical properties do not
influence the nonequilibrium dynamical (i.e., frictional) portion
of the reaction rate, they may greatly influence the activation
free energy and therefore the transition state theory rate. For

(37) Determined using 20 random bond lengths and the distances between
10 random atoms and the donor CD, acceptor CA, and secondary hydride
NH4 atoms.

Table 2. Normalized Weighted Correlations between Geometrical
Propertiesa of the Transition State and the Quantityê (Eq 13) for
Hydrogen

property
weighted
averageb

weighted
rmsc

normalized
weighted

correlationd
(%)

CD-CA dist 2.73 0.050 17.8
Zn-O dist 1.98 0.069 0.5
CD-O dist 1.32 0.020 5.0
VAL-203 Cγ1-CA dist 4.97 0.232 5.6
VAL-203 Cγ1-NH4 dist 5.06 0.277 5.2
VAL-203 Cγ1-CD dist 6.97 0.225 0.2
C NAD+/NADH angle 8.62 9.35 -1.7
N NAD+/NADH angle -2.63 3.16 10.4

a Atom names are given in Figure 1.b The weighted average for a
quantityx is 〈x〉w; see eq 12.c 〈(x - 〈x〉w)2〉w

1/2 for a quantityx. d 〈(x -
〈x〉w)(y - 〈y〉w)〉w(〈(x - 〈x〉w)2〉w〈(y - 〈y〉w)2〉w)-1/2 for two quantites
x andy ) ê.
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example, the distances between the VAL-203 and the reactive
center, although not significantly correlated to the barrier
recrossings, still significantly impact the activation free energy,
as indicated in Figure 6.

IV. Conclusions

This paper presented real-time dynamical simulations of the
hydride transfer reaction catalyzed by liver alcohol dehydro-
genase. These calculations were performed with a new hybrid
approach for the inclusion of nuclear quantum effects such as
zero point energy and hydrogen tunneling into real-time
dynamical simulations of enzyme reactions.8 The adiabatic
electronic quantum effects of broken and formed bonds are
modeled by an empirical valence bond (EVB) potential. This
potential requires only two adjustable parameters which have
been fit to the experimental free energies of activation and
reaction. The adiabatic and nonadiabatic nuclear quantum effects
of the transferring hydrogen are included with a mixed quantum/
classical approach that represents the transferring hydrogen
nucleus by a three-dimensional wave function. The dynamical
motion of the complete solvated enzyme is included in these
calculations.

The kinetic isotope effects (KIE) for the transfer of hydrogen,
deuterium and tritium were calculated from these simulations.
The equilibrium transition state theory KIE values were
determined from the adiabatic quantum free energy profiles,
which include the free energy of the zero point motion for the
transferring nucleus. These KIEs were predicted to bekTST

H /
kTST

D ) 5.0 ( 1.8 andkTST
D /kTST

T ) 2.4 ( 0.8. These values are
in agreement with the experimental values ofkexp

H /kexp
D )

3.78 ( 0.07andkexp
D /kexp

T ) 1.89 ( 0.01. The nonequilibrium
dynamical effects were determined by calculating the transmis-
sion coefficients with a reactive flux scheme based on real-
time molecular dynamics with quantum transitions (MDQT)
trajectories. The transmission coefficients, which indicate the
degree of dynamical barrier recrossing, were calculated to be
0.947 for hydrogen and 0.983 for deuterium. The values of
nearly unity for these transmission coefficients imply that
nonequilibrium dynamical effects such as barrier recrossings
are not dominant for this reaction. A statistical analysis of the
ensemble of MDQT trajectories provided insight into the
physical basis for the calculated transmission coefficients. The
inclusion of nonequilibrium dynamical effects adjusted the
deuterium KIE slightly downward tokdyn

H /kdyn
D ) 4.8 ( 1.8.

A statistical analysis of both equilibrium and nonequilibrium
simulations was performed to determine the relation between
specific enzyme motions and the enzyme activity. The analysis
of the equilibrium simulations provided an indication of which
geometrical properties impact the activation free energy barrier.
The donor-acceptor distance, the catalytic zinc-substrate
oxygen distance, and the NAD+/NADH out-of-plane ring angles
were found to strongly impact the activation free energy barrier.
The analysis of the nonequilibrium dynamical trajectories
provided an indication of which geometrical properties impact
the transmission coefficient (i.e., were correlated to the degree
of dynamical recrossing of the barrier). The donor-acceptor
distance and one of the NAD+/NADH angles were found to be
correlated to the degree of barrier recrossing.

The effect of the donor-acceptor distance on the rate is
particularly complex since it impacts both the activation free
energy barrier and the transmission coefficient. As the donor-
acceptor distance decreases, the transmission coefficient de-
creases due to the decreased barrier, which leads to more barrier

recrossings. On the other hand, the activation free energy barrier
decreases as the donor acceptor distance decreases. The overall
rate is determined by a competition between these two effects.
Since the free energy barrier generally dominates in the rate
expression, the overall rate increases as the donor-acceptor
distance decreases.

This analysis also provided insight into the experimental
observation that the enzyme activity decreases when VAL-203
is substituted by the smaller residue alanine.3 We found that
the distance between VAL-203 and the reactive center signifi-
cantly impacts the activation free energy but is not correlated
to the degree of barrier recrossing. Thus, this effect on the
enzyme activity is due to the alteration of the equilibrium free
energy difference between the transition state and the reactant
rather than nonequilibrium dynamical factors. Our results
indicate that the motion of the acceptor carbon away from VAL-
203 and toward the donor carbon is a critical component of the
reaction coordinate. These simulations also suggest that the
motion of VAL-203 and THR-178 directs the acceptor carbon
toward the donor carbon through steric interactions involving
the Cγ atoms of VAL-203. When VAL-203 is replaced with
alanine, the Cγ atoms of VAL-203 are no longer available for
these steric interactions, leading to a decrease in the rate of
hydride transfer. A more detailed analysis of the effects of this
mutation will be provided by future simulations on the mutant
LADH enzyme.

To summarize, this investigation provides further insight into
several aspects of the LADH-catalyzed hydride transfer reaction.
Nonequilibrium dynamical effects such as barrier recrossings
were found to be nearly negligible. Nevertheless, links between
the geometrical properties of the enzyme and nonequilibrium
dynamical effects were identified. In addition, evidence of
hydrogen tunneling in the direction along the donor-acceptor
axis was obtained. Several promoting motions were identified
and characterized, including the donor-acceptor, catalytic zinc-
substrate oxygen, NAD+/NADH ring, and VAL-203 motions.
(Here promoting motions refer to systematic changes in
thermally averaged geometrical properties as the reaction
evolves from the reactant to the transition state.) These average
motions occur on the time scale of the hydride transfer reaction
(i.e., tens of milliseconds39). Furthermore, the catalytic role of
steric interactions involving VAL-203, THR-178, and the
coenzyme was elucidated.

The hybrid approach implemented in this paper provides
insight into the relation between enzyme dynamics and function.
In particular, this approach allows the analysis of the impact of
specific motions of the enzyme on the activation free energy
barrier and on the degree of barrier recrossing. This type of
analysis distinguishes between equilibrium and nonequilibrium
dynamical factors and thus elucidates the fundamental physical
principles of enzyme mechanisms. Furthermore, as illustrated
in this paper, this approach will aid in the identification of
mutation sites for influencing the enzyme activity.
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